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Complex Survey Designs

• Stratification
• Clustering
• Unequal Probabilities of Selection

•  Traditional calculations give wrong point 
estimates; easily fixed through weighting

•  Traditional i.i.d. statistical calculations give 
wrong variance estimates



Approaches
• Linearization

– Taylor Series Expansion for each statistic
– This is the world of Stata’s svy
– Must be programmed separately for every estimator
– Requires information on stratum and PSU (ie, cluster) 

membership for each sample element

• Replication Methods
– Take multiple “pseudo” samples (or replicates) from the dataset
– Variance calculated from the variance of the estimator across the 

replicates
– Once programmed, can plug in any estimator
– More and more public use datasets now include replicate 

weights 



Replication Methods

• Balance Repeated Replication (BRR)
– 2-PSU per stratum designs
– Each replicate consists of half the PSUs (1 per stratum)
– 2L possible samples; can use appropriately selected subset

• Survey Jackknife
– Drop one PSU from each replicate
– Designs

• 2-PSU per stratum (JK2)
• 2+ PSU per stratum (JKn)
• unstratified (JK1)



Basic Approach

• Given sampling weights and sample design information, calculate 
R sets of replicate weights

• Weights set to zero for excluded PSU(s)
• Other weights adjusted accordingly



Basic Approach (2)

• Variance of an estimator Θ is embarrassingly easy to calculate, 
once you have the replicate weights:

across R replicates
Θ is the full-sample estimate
Θr is the estimate of Θ in the r’th replicate
F is a technique-specific scaling factor
fr is a replicate-specific scaling factor (JKn only)
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Advantages of Replication

• Easily extended to new techniques
– No new programming for new estimators

• PSU and Stratum membership information may not be available
– Privacy concerns are making replication more common on publicly-

released datasets
• Easy to incorporate post-stratification or raking, and non-

response adjustments into variance estimation
– Simply apply the post-stratification (raking, NR adjustment) to each 

set of replicate weights in turn



Disadvantages

• Not implemented in Stata



Generating the weights

• survwgt (available on SSC)
– Given sampling weight, strata, and PSU 

information
– Calculates BRR, JK1, JK2, JKn replicate 

weights
– Also does post-stratification, raking, non-

response adjustments



Creating Replicate Weights

• Using National Health & Nutrition Examination Study (NHANES)



Doing Analysis
• svr package (also available from SSC)
• Counterparts to official Stata’s svy commands:

– svrmean, svrtotal, svrratio
– svrtab
– svrmodel (for regression-style models: regression, logit/probit, 

ologit/oprobit, poisson, etc. etc.)

• And some extras
– svrcorr calculates variances for correlation coefficients 
– svrest turns any command that accepts weights into a 

replication-based survey estimator (analogy to –simul- or 
–jknife-)



svrset



svymean vs. svrmean



svrtab 
[SVY] p. 78



svrmodel 
[SVY] pp. 32-33



Postestimation

• svr routines work with the usual post-estimation commands
– test (nee svytest)
– lincom
– etc.

• Some ugly programming here, but it works . . .



My personal favorite: svrest



svrest (2)



A Note on Development

• svrmodel is fairly simple, really

• Means, totals, ratios, and tabulation
– Stata’s svy commands are implemented as ado files
– internal _svy calculates variances of means, totals & ratios
– called by svymean, svytotal, svyratio and svytab
– svrcalc.ado is reverse-engineered to return results in the form 

that _svy does, as expected by svymean, svytotal, svytab, etc.


